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Abstract - Secure grid computing is an apparent concept combining many heterogeneous resources from multiple 

domains that can be used effectively to solve computational problems securely. The significant necessity is job 

scheduling which plays a major role in providing efficiency of the facilities provided. Job Scheduling in grid computing, 

defined as assigning appropriate resources to the jobs by considering multiple constraints includes cost, makespan, 

availability, resource utilization and so on. Due to the effect of resource dynamicity, the users will access the 

resources dynamically. So, there is a numerous chance of grid data modification in the resource provisioning system. 

The proposed algorithm with the encryption contemplates availability of the resources and success rate of the task 

submitted by the user ensures the data safety and the provisioning system security. The issue is that to by 

considering the necessary constraints given by the users for their satisfaction. This can be solved by Enhanced Particle 
Swarm Optimization (EPSO) scheduling which optimizes the user specified constraints in a secured manner. EPSO 

plays a vital role in achieving availability and success rate by rescheduling the jobs. User authentication is 

technically needed to avoid unwanted resource wastage and grid data modification in the grid infrastructure. Thus, 

EPSO also increases the trust level of the resource provisioning system. 
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I. INTRODUCTION 

Nowadays, job processing process has been increased due to the availability of huge amount of data. In order to 

compensate this factor the need for the secured computational grid has been increasing. Computational grid is a hybrid 

infrastructure that has huge capacity to solve large pool of data in an effective. The presents of huge amount of resources 

in the computational infrastructure help in solving the problems effectively to attain a common goal. In nature, the 

resources are generally dynamic and heterogeneous. Management of such huge amount heterogeneous resources became 

more and more arduous because the data transfer rate may cause delay in the scheduling of the jobs. This major issue can 

be solved in the grid computing infrastructure. Grid are of different types [1-3] based on the nature of their prominent 

features: computation, data, interaction, knowledge and utility [4]. Since the resources are heterogeneous in nature in the 
grid computing system, the allocation of the resources to the tasks is an infeasible process. To attaining the high success 

rate is the major goal and extended to optimize the Quality of Service (QoS) parameters specified by the user [6]. The 

grid resource provisioning system is highly responsible for managing the resources to attain high delivery of QoS metrics 

to the user. The mapping of tasks to the appropriate resources is found to be an NP-complete problem [11]. 

Different benchmarks can be used for assessing the efficiencycy of scheduling algorithms and the most important 

which are makespan and flow time [32]. The motive of this paper is to assess makespan and cost as benchmarks for the 

scheduling function. Cost is the amount charged by the grid system to the user for the resource usage. An optimal 

scheduling is to optimize makespan and cost simultaneously. However, in a grid infrastructure the scheduling algorithm 

focus not only the subnet of jobs within a computing environment, but also its focus on the jobs present in the multiple 

administration domain to the available computational power [13]. Since these benchmarks are disputing in nature, any 

approach carried out to optimize one benchmark may not result in an overall optimized solution with respect to other 
benchmark. Both makespan and cost need to be addressed simultaneously and the foremost way for this to have balance 

with all user specifications [14].  

The scheduling problem in the grid infrastructure becomes more competitive process as it is not only a vital role to 

achieve a promising prospective of huge distributed resources, but also using effective scheduling algorithms. Security is 

the major factor to be considered in the grid environment to prevent unauthorized disclosure of data [18]. The main aim 

of this research is to provide an enhance PSO scheduling with security to improve the overall performance and reliability 

of the whole grid infrastructure. EPSO schedules the tasks submitted by the user and reschedules it for the betterment of 

the system. Before the scheduling process the load monitoring mechanism is executed with the assistance of the load 
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balancer. The rest of this paper is summarized as follows: Section 2 deals with related works. In Section 3, outlines 

Proposed System Design. Section 4 outlines the Enhanced PSO scheduling algorithm. Section 5 presents an experimental 

evaluation. Section 6 concludes the paper and the future enhancements. 

II. RELATED WORKS 

Scheduling and resource provisioning are the two predominant factors of the grid environment in enhancing the 

performance and efficiency of the grid system. Due to the dynamicity feature and heterogeneous form of resources, this 
fundamentally has taken the formulation of optimization problems. Reviews indicate small emphasis on provisioning of 

the resources and security based optimized scheduling in the management of the resources as discussed in this section. 

In [23], proposed a QoS based Genetic Hybrid Particle Swarm Optimization (GHPSO) for task scheduling in a cloud 

computing environment. Here, the objective functions of GA are embedded with PSO. Here forth, achieves, higher 

performance than standard PSO with the minimization of cost within a specified execution time. Various algorithms have 

been proposed to optimize different objectives such as cost, makespan, reliability, availability, throughput and energy 

consumption in the computational grid [17], [19]. In [21], the mapping of tasks to appropriate resource according to the 

trust level defined in the resource. This trust-driven scheduling strategy keeps away from picking malicious and 

vulnerable resources by the users. In [8], proposed a load balancing on the enhanced GridSim with deadline control 

(EGDC) for the jobs submitted by the user. Nevertheless, this mechanism has serious flaws. More care has been paid for 

modeling the characteristics of resource availability [18], [19], [26-28]. The Fuzzy Particle Swarm Optimization (FPSO) 

algorithm [23] dynamically generates an optimal schedule so has to complete the jobs within a minimal period of time as 
well as utilizing the resource in an effective fashion. The location and also the speed of jobs square measure pictured in 

fuzzy matrices. The dynamic availability of resources and the cost of information transmission are not counted. 

While designing a grid infrastructure, security verifications should be performed [14]. These verifications will help to 

govern how these new modifications will bear on the overall security of the grid environment and any other areas of 

change. If it detects any irregularity it immediately notifies the system. But it is not very much effective for the grid 

system application. Symmetric key algorithms demand less memory than asymmetric key algorithms. Furthermore, the 

security feature of symmetric key encryption is supercilious to asymmetric key encryption [15]. The comparison of 

encryption algorithms shows the authority of the Hybrid Encryption based on RSA Small-e and Efficient RSA (HE-RSA) 

over the other encryption algorithms based on the key size and security [13]. This algorithm provides a high level of 

security. It also runs faster than the other algorithms. 

The proposed system is dissimilar from existing models. The main intention of this proposed system to minimize cost 
and makespan simultaneously by optimizing the scheduling function. This system considers the resources with the trust 

level and the tasks with the security demand specified by the user in order to increase the grid system reliability. 

III. PROPOSED SYSTEM DESIGN 

The overview system architectural design is given in Fig. 1. The security system is added before scheduling. 

 Load monitoring: Monitors the load of the resource 

 Synchronization: Exchanging the load information with the Grid Information System (GIS) 

 Security system: Token based authentication and Token encryption mechanism are carried out 

 Scheduling of tasks: Processing of tasks with the appropriate resource matching with multiple constraints 
specified by the user 

 
Fig. 1 Systematic Design  

A. Security System Design 

The security system includes two categories of process, namely as: Token based authentication mechanism and Token 
encryption mechanism. Token based authentication is similar to Kerberos authentication [11]. Authentication is the 

process of verifying whether the user is an authenticated user in order to ensure data integrity and safety of the resource 

provisioning system. The verifier here is the authentication server who verifies the credentials submitted by the user 

before granting access to the resource broker for accessing the resources from the resource provisioning system. The 

design of the security system is given in the Fig. 2. 
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Fig. 2 Security System Design 

The Security System procedure as follows: 

 The grid user needs to insert a username and password for obtaining access to the resource in the grid environment 

 The authentication server checks the details with the database, whether the user inserts the actual certification 

 If the credentials check, the authentication server declares the user as authenticated user and generates a token that 

holds the username, password and network address  

 HE-RSA encryption algorithm is employed to encrypt the token and the encrypted token is transmitted by the grid 

user to the grid server 

 Then the grid user request resource to the resource broker with the avail of the encrypted token and sends a 

message holds username and token 

 The decryption process of the token takes place along the grid server for the verification whether the username in 

the token and the unencrypted username in the message are same or not 

 If both username matches, the grid server (resource broker) grants a resource to the authenticated grid user 

HE-RSA encryption algorithm [31] is used for encryption process. It has been taken out by two successive steps, but 

with very same exponents, while the exponents for decrypting the cipher text have been distinct. HE-RSA is a 

combination of RSA small-e and the efficient RSA algorithms. RSA small-e is similar to original RSA where the public 

exponent is considered as smaller than (n) [26]. The advantage of using RSA small-e is the minimization of the 
encryption cost. Additionally, it reduces the process into few modular multiplications. Efficient RSA utilizes the general 

linear group of order k with some values that was deliberately selected from the ring of integer mod n in a random 

manner. HE-RSA algorithm as follows: 

Key Pair Generation 

1. Choose two primes p,q  
2. Compute n=p.q  

3. Compute  (n)=(p-1)(q-1) 

4. Compute α (n,k)=(pk-p0)(pk-p1)…(pk-ph-1)+(qk-q0)(qk-q1)…(qk-qk-1) 

5. Select Random Integer:   such as 1 <   <    

6. gcd ( ,  )=1 and gcd( , α) = 1 (   should be a small integer) 

7. Compute   such as  .   ≡ 1      ( ) and 1 <   <  ( ) 

8. Compute   such as  .   ≡ 1     α( ) and 1 <   < α( ) 

9. Public Key: ( ,  )  

10. Private Key: ( ,  ,  ) 

Encryption and Decryption Process 

1. Encrypt the token with the public key and transmitted to the grid server by the user 

2. Encryption as: C=((memod n)emod n) 

3. Received token is decrypted by the authentication server 

4. Decryption as: M=((Crmod n)dmod n) 

B. Problem Formulation 

Grid resources are heterogeneous and dynamic in nature and the concept of job scheduling is the tedious task. Thus, an 

efficient scheduling should be packed away. Scheduling system must optimize QoS parameters such as price, usage time, 

security and makespan. Choice for inspection and repairs with minimal cost and security is more complex in the gridiron. 

To formulate the problem, the set of n resources are considered as {r1, r2,…, rn} and the set of m jobs is considered as {j1, 

j2 ,…, jm}. The jobs are considered as atomic and independent and can be executed in parallel with other available jobs. 

Scheduling function is specified as a mapping of tasks to resources as: S = J→R. The parameters are considered as 
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follows: Makespan, Cost, Resource utilization. The length of the job is represented as Machine Instructions (MI). The 

input and output size of the job is as bytes. The resource capacity is represented as Machine Instructions per Second 

(MIPS). To ensure more efficiency and security, it is needed to define security demand () by the grid user and the trust 
level (σ) by the resource provisioning system in the grid infrastructure. This security demand and trust level information 

provided by the GIS. The trust level determines how much the grid user can trust the resource provisioning system for 

executing the given tasks. The trust level determination is the summation of firewall capacity, anti-virus capacity and 

intrusion detection rate of the resource. It is to ensure that condition (    σ) during the allocation time of tasks to the 
appropriate resource [30]. The probability of the resource failure in the resource provisioning system is determined by the 

difference of ( - σ). The failure probability is illustrated in the equation (1). There the calculative value represents the 
risk state of the resource. The value 0 denotes that the resource site is at high risk state. The value other than 0 denotes 

that the resource site is risk free. 
 

                         
           

                  
          (1) 

 

Initially the load of the resource provisioning system should be determined. According to the load capacity of the 

system, the tasks by the user are submitted for scheduling. The load of the system will be determined and monitored by 

the load manager. Additionally, the resource utilization rate is determined by the load calculation. The current load of 

each resource is calculated by summing all the length of the jobs submitted to the particular resource with their MIPS rating 

and Availability Time (AT) of the resource. The current load calculation is presented in the Equation (2). 

      
  

    
 
   

           
      (2) 

Where rk is the resource and j is the task (job) submitted by the grid user. 

The resource utilization is the total amount of resources utilized by the user for executing the jobs in the system. The 

formula is given in the equation (3) 

                           
             (3) 

The objective function for EPSO is the fitness function. Fitness function is the summation of cost charged for task 
execution in the resource provisioning system and the makespan. Make span is defined as the time completion of the 

latest job. Cost and makespan formula is illustrated in the equation (4) and (5) respectively. Fitness function is based on 

the motivation of both user and resource provider. The main motive of the resource providers is the minimization of 

make span and the aim of user is to execute the job with minimum cost. EPSO satisfies both user and resource provider 

by minimizing makespan and cost simultaneously. Fitness function is given in the equation (6) 

 

                               (4) 

                    (5) 

Where Tj is the completion time of the latest job. 

                                         (6) 

Where 0 ≤ ϴ < 1 and 0 ≤ δ < 1 are weights to prioritize components of the fitness function [11]. 

 
The Expected Cost (EC) of the resource and the Expected Completion Time (ECT) is defined by the grid user. Bit Rate 

is the rate at which the transfer of bits per second takes place. ECT is defined as the summation of load, Expected 

Execution Time (EET) and Data Transfer Rate (DTR). EET is defined as the expected completion time of the task 

submitted by the user. DTR is the rate at which the file transfer takes place. EET, EC, DTR and ECT are given in the 

equations (7), (8), (9) and (10) respectively. 

 

           
   

      

  (7) 

 

                              (8) 

 

            
   

          

  (9) 

 

                  
                          (10) 

 

Success Rate (SR) is defined as the percentage of jobs scheduled successfully from the amount of jobs submitted for 

scheduling. SR is given in the equation (11). 
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   (11) 

By these above objectives the secure scheduling takes place and the jobs in the queue will be scheduling completely. 

 

C. Proposed Scheduling Algorithm 

In EPSO scheduling, load monitoring and PSO algorithm are correlated. The jobs are assigned to the appropriate 

resource in consideration of the load level of the resource provisioning system [54]. The jobs submitted by the grid user 

are atomic and independent in nature. The proposed scheduling as follows: 

Given n - set of resources and m - set of jobs 

Initialize the jobs randomly in the waiting line (queue) 

BEGIN 

/*determine the Load state of the resource*/ 

For all resources do 

Calculate       
 for every resource and machines 

If (current resource load < machine load level) 

Resource is UNDERLOADED 

Else if (current resource load > resource load level) 

Resource is OVERLOADED 

Else  
Resource is NORMALLY LOADED 

End for 

/* EPSO Algorithm*/ 

For i=1 to n do 

For each job calculation fitness function for both planetary and local situations 

Fitness function = cost + Makespan 

If (Fitness global best > Fitness local best) 

Fitness global best = Fitness local best 

Else  

Return Fitness local best 

Allocate the jobs to the resources with minimum Fitness and normal load 

End for 

Apply  

While there are unscheduled jobs in the queue do 

Get the jobs from the queue 

Repeat the process until all jobs are allocated 

END 

 

IV. EXPERIMENTAL EVALUATION 

The parameters are analyzed and presented in the Table 1. Data transfer rate increases when the jobs count increases in 

order to complete the within EET. The user satisfaction is determined based on the cost charged by the resource 

provisioning system. The cost factor is analyzed for knowing the price consumed by the resource provider based on the 

resource usage. The cost increases when the job count increases. The execution time is calculated in millisecond. The 
makespan also increases when the job count increases but it increases accordance with the cost. Thereby, the resource 

utilization rate is increased; overall cost of the system is decreased as per the user specification. 
 

TABLE 1. SIMULATION RESULTS BASED ON PARAMETERS 

No. of Jobs 
Resource 

Utilization (%) 

User satisfaction (%) 

based on Cost 
Makespan (ms) 

Data transfer rate 

(bps) 

1000 92.56 93.34 133.876 240.26 

2000 93.64 94.645 171.364 321.57 

3000 95.21 96.253 187.56 481.69 

Fig. 4, Fig. 5 and Fig. 6 shows the simulation results. Rescheduling of the tasks ensures high success rate and this 

scheduling algorithm schedules the unscheduled jobs present in the queue. 
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Fig. 4 Performance based on resource utilization and user satisfaction 

 
Fig.5 Performance based on makespan 

 
Fig.6 Performance based on data transfer rate 

 

V. CONCLUSION AND FUTURE ENHANCEMENTS 

The significant downside addressed within the system is resource management, value of the computing systems, and 

makespan of the tasks. To overwhelm the matter, the system integrates load equalization and best scheduling. It is settled 

by aggregation the data of process speeds, time, load and price of the computing resources. Agreeing to this information 
the scheduler submits their jobs to the resource that fulfills the anticipated price of the user. The EPSO strategy of the 

scheduling system improves the resource usage rate, minimizes the cost of scheduling the jobs, the finishing time of the 

jobs and increases the data transfer rate. The projected system not solely downplays the price, however additionally 

minimizes the makespan. In future, the system has the ability to function correctly even in the presence of failure of the 

resources. The faults may cut down the availability which makes the resource unusable and results in loss of job 

executions. The active nature of the grid environment introduces the challenging security. The enhancement of security 

will be implemented by encrypting the resource information available in the GIS. This enhancement will be the 

motivation for reliability increase and throughput of the grid system infrastructure. 
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