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Abstract - Imbalanced data sets can be balanced by using sampling methods like under sampling and over sampling. But 
still, both the sampling methods have some drawbacks. This review proposes the under-over sampling approach could 

overcome drawbacks of the under sampling and the over sampling methods. At first, Under-over sampling method 

combines the basic ideas of the under sampling and over sampling methods. Sampling method introduced is majorly uses 

the improvement of predicting accuracy of minority class(es) for two and multi class imbalanced datasets. Results show 

that the new sampling method improves the prediction accuracy of minority class(es). 
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I. INTRODUCTION 

The process of data mining involves analyzing the entire datasets, understanding the properties of datasets and then 
makes classification, association or clustering. Classification is one of the hot research areas in the field of data mining. 

Due to the prediction ability of classification, it has been used in many of the real applications. Classification builds a 

classifier with set of rules by analyzing the entire datasets and understanding the properties of datasets and then this set of 

rules are applied to the new datasets [1]. For the two class datasets, the overall accuracy is total number of instances 

correctly classified divided by total number of instances. A good classification algorithm should have high prediction 

accuracy and low prediction error for all classes. Because sometimes overall prediction accuracy will be very high or 

more than 95% but prediction accuracy of one class will be very low or sometimes 0%. In these cases, based on overall 

prediction accuracy we cannot assume that the particular classification algorithm is good one. 

 

Consider two class dataset with the ratio of two classes are 10:90. Assume 2 algorithms used.  The first algorithm 

gives out the overall prediction accuracy value about 90% having accuracy of all class is 0% and 100% correspondingly. 

The second algorithm brings out the accuracy as 78% which is an entire prediction with accuracy for every class namely 
60% and 80% correspondingly. By compare the entire accuracy of prediction for both algorithms, the first one obtains 

high accuracy than second one. Certainly, first classification algorithm could misclassify all of examples in the class1. 

Finally, by means of this conclusion, first classification approach is not assumed as good classification scheme. These 

types of datasets are called as imbalanced datasets and many of the real applications such as medical research[2] and 

fraud detection having imbalanced datasets. Minority class instances are misclassified into majority class instances in 

imbalanced datasets. It happens due to number of instances in majority classes are very high compared to number of 

records in minority class. So, classifier is trained heavily based on the majority class instances and classifier ignores 

minority class instances while training. Because of this problem, classifier predicts the majority class instances correctly 

and minority class instances incorrectly. If imbalanced datasets are converted into balanced datasets, then classifier will 

be trained for all classes equally and it will predict all instances correctly and misclassification in minority class instances 

will be reduced [18]. The traditional data mining algorithms generally assumes that the given dataset is balanced dataset. 
Based on this assuming it makes the classification. Thus traditional data mining algorithms are not suitable for 

imbalanced datasets [17].The rest of the paper is organized as follows. Section II discusses the related works. Section III 

overviews the proposed system methodology and gives detailed experimental results of the proposedscheme. Concluding 

remarks and future works are covered in Section IV. 

II. RELATED WORKS 

Imbalanced datasets can be balanced by two approaches. First one is data level approaches and second one is 

algorithm level approaches [12]. 

A. Data Level Approaches 

The approaches at data level try to provide the solution to imbalanced datasets by converting imbalanced datasets into 

balanced datasets. These approaches create balanced datasets at data level from imbalanced datasets. 
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Under Sampling shortly (US) minimize the amount of instances in the majority class by means of random removing of 

instances or making clusters and removing the instances which is depend on clustering[6]. 

 

Random Under Sampling simply (RUS) reduces the instances availability in majority class with the process of 

randomly remove of instances from the majority class [6].  

 
Cluster Based Under Sampling(SBC) first clusters all the instances into some clusters. Then from each cluster, it 

selects suitable number of instances from majority class and suitable number of instances from minority class by taking 

the ratio of number of majority class instances into number of minority class instances in the cluster [19].  

 

One Sided Selection (OSS) balances the dataset by eliminating the noise and redundant instances from the majority 

class [6]. 

 

Condensed Nearest Neighbor Rule (NCL) eliminates the instances from the majority class that are distant from the 

decision border, because these instances might be considered as less relevant for learning [6].Neighborhood Cleaning 

Rule also said to be as NCL which use the Wilson’s Edited Nearest Neighbor Rule called ENN that removes the majority 

class instances. ENN would remove any of instance where class labels could differ the class in at least 2 of their 3 nearest 

neighbors [6]. 
 

Tomek Links (TL) removes noisy and borderline instances from majority class based on tomek link formation [6]. 

 

Advantages There is no chance of over fitting and Under Sampling is less time consuming method. 

DisadvantageUnder Sampling will lead to loss of information.  

 

Over Sampling (OS) increases the number of instances in minority class by replicating or synthetically generating 

instances to reduce the level of class imbalance [6].  

 

Random Over Sampling (ROS) adds instances to minority class by randomly replicating instances in minority class [6].  

 
Synthetic Minority Over sampling TEchnique (SMOTE) adds instances to minority class by synthetically generating 

instances from minority class. It avoids over fitting but lead to over generalization because SMOTE generates synthetic 

minority class instances without considering majority class instances [3,8]. 

 

Borderline SMOTE shortly BSM selects the minority class instances in border of minority decision region in feature 

space and the SMOTE algorithm could be applied for over sample the instances instead of over sampling the all [11].  

 

Advantage There will be no loss of information while Over Sampling methods are used.  

 

Disadvantages The Over Sampling approach would leads to the over fitting and that would take much time due to 

adding instances. 

 
B. Algorithm Level Approaches 

 

The approaches at algorithm level try to provide the solution by adapting existing classification algorithms to increase 

the training regards to minority classes[4]. 

 

AdaBoost improves weights of the instance that are misclassified and would reduce the weights of those instances 

which are classified correctly [10]. It does not consider the imbalance but it slightly more concentrate on minority class 

instances compared to other classification algorithms. In [15] authors introduced New Adaboost Approach for Sentiment 

Analysis of US Airline Twitter Data. 

 

Balanced Random Forest (BRF) is the improvement of random forest algorithm, specially designed for imbalanced 
datasets. All iteration in random forest, draw a bootstrap sample from the minority class. Randomly draw the same 

number of cases, with replacement from the majority class. Then finally aggregate the prediction to make final prediction 

[7]. 

 

C. Combination of data and algorithm level approaches  

 

SMOTE Boost provides integration of SMOTE into a standard boosting algorithm. First over sampling is performed 

using SMOTE and then standard AdaBoost algorithm is applied [9]. 
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RUS Boost applies the RUS first, is an approach which randomly removes the examples from majority class to the 

balance class distribution and it applies on standard AdaBoost [13].  

 

Exactly Balanced Bagging (EBB) combines the entire minority class with random subset of the majority class and then 

it applies the bagging algorithm [21].  

 
Over Bagging procedure uses over sampling of minority class instances and then bagging concept is applied to the 

classifier by assigning equal weights [14].   

 

Under Bagging procedure uses under-sampling of majority class instead of over-sampling minority class. The under-

sampling steps are applied for majority class and now bagging concept is applied on classifiers by means of assign the 

equal weights [5].   

 

The data collected for public opinion mining of government scheme advertisement, contains class imbalance. Authors 

in [16], [21] handled class imbalance with new novel approach.  

 

III. PROPOSED METHOD & EXPERIMENTAL DESIGN 

 
Two various under over sampling mechanisms are proposed to handle imbalanced datasets in 2 and the multi class 

environment. 

A. Two class imbalance datasets 

In the two class imbalance environment, there will be only two classes. One class will have very large number of 

instances while another class will have very small number of instances. So defining majority class and minority class is 

easy in two class imbalance environment, unless both the classes have equal number of instances in each class. Only very 

rare number of applications will have equal number of instances in each class. The class that possesses the large amount 

of instances has assumed as majority class and that classes having little number of the instances has considered as one of 

minority class. 

 

Structure of under-over sampling method for two class imbalance environment 
1. Calculate the overall number of instances and then find the average number of instances. 

2. Consider that average number of instances as a sampling value. 

3. The class having high amount of examples than the sampling value is assumed as majority class and the 

instances in class which are under sample by means of random under sampling. 

4. Under sampling is performed until it reached the sampling value. 

5. The class could comprise fewer instances than the sampling value is considered as one of minority class and 

those instances in class are to be over sampled by random over sampling. 

6. Over sampling is performed up to it reach the sampling value. 

 

Algorithm 

 Let N-Number of Instances, C-Number of Classes 
Majority Class=MC, Minority Class=MiC 

 Calculate Average Number of Instances A=N/C 

 For Majority Class Instances, 

Apply RUS 

 Apply until MC=A 

 For Minority Class Instances, 

Apply SMOTE 

smote= floor((2 * size_N - size_input)/size_A) 

 Apply until MiC=A 

 

Two class imbalance environment 
 

Consider the two class imbalanced dataset with 10,000 instances. One class (take it as class a) having 7500 instances. 

Other class (take it as class b) having 2,500 instances. Here, defining majority class and minority class is very easy. Class 

a has very large number of records and class b has very small number of records. So, a class has been considered as the 

majority class and class b as a minority class. 

 

Averagely, 5000 records are there and average of that is assumed as sampling value. Instances in class a are applied for 

under sampled that uses random under sampling until number of instances in the majority class which reaches the 
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sampling value of those 5000. Likewise, instances of class b would over sampled with the help of random over sampling 

up to instances in minority class which would reach sampling value over 5000. 

 

In the imbalance scenario, class a has 7500 instances and in balance scenario class a has 5000 instances (7500 (original)-

2500(under sampled) =5000). Similarly in the imbalance scenario, class b has 2500 instances and in balance scenario 

class b has 5000 instances (2500 (original) +2500(over sampled) =5000). 
 

If the imbalance datasets are not balanced, then many of the minority class instances will be predicted as a majority class 

instances. Because of classifier might be trained heavily based on majority class instances and rules will be created based 

on training from majority class instances 0f 7500 and minority class instances of 2500. 

 

If imbalances datasets are get balanced, both majority class instances and minority class instances would train equally 

and the rules would create depending on training by means of majority class and minority class instances of that 5000. 

Finally, the prediction is not found as favor for majority class instances or it may favor for both.   

 

B. Multi class imbalance datasets 

 

In multi class imbalance, it is identified that those would have more than two classes. One class or two classes will have 
very large number of instances while another class (es) will have very small number of instances. So defining majority 

class and minority class is difficult in multi class imbalance environment.  

 

Considering three class imbalance environment, it possess three classes such as a, b, c. Among these the class a is 

majority class which is respective to class b but similar class a will minority class with respect to both class c and b.  

Here class a could considered as majority with respect for class b but minority class for class c.so defining class range for 

class a will be difficult in this scenario. There is a need for some method to define majority class and minority class.   

 

Structure of under-over sampling method for multi class imbalance environment 

 

1. Calculate the overall instances and average number of instances in the multi class datasets. Then consider that 
average number of records as a sampling value.  

2. The class which has higher capacity of instances than the sampling value had considered as majority class and 

the one possess less instances than sampling value is assumed to be as minority class. 

3. The instances in majority class can be under sampled using random under sampling. In    case, larger than the 

one majority class, then all are made to under sampled by means of using random under sampling. 

4. Under sampling is performed on majority class (es) untill majority class instances reach the sampling value. 

5. With the help of random over sampling, the instance in specific minority class is over sampled. If they found as 

higher than particularly one minority class, then all will be over sample by means of random over sampling. 

 

Algorithm 

 Let N-Number of Instances, C-Number of Classes 
Majority Class=MC1,MC2,…., Minority Class=MiC1,MiC2,…. 

 Calculate Average Number of Instances A=N/C 

 For Majority Class Instances, 

Apply RUS 

 Apply until MC1=A, MC2=A,…. 

 For Minority Class Instances, 

Apply SMOTE 

smote= floor((2 * size_N - size_input)/size_A) 

 Apply until MiC1=A, MiC2=A,….. 

 

Three class imbalance environment: 
 

Consider the three class imbalanced dataset with 10,000 instances. One class (take it as class a) having 1500 instances. 

Other class (take it as class b) having 3500 instances and another class (take it as class c) having 5000 instances. Here, 

defining majority class and minority class is very difficult. Because here class b is considered as majority class with 

respect to class a. But it is considered as a minority class with respect to class c.  

 

Average records of 3333 are used and their average is taken for as a sampling value. Here class a is minority class, since 

it possess very little amount of instances namely 1500 than the sampling value. In similar way, class b is considered as 

majority class, thus it has the large instances such as 3500 than sampling value and class c is the majority class, due to the 

reason that it possess the high number of instances called 5000 than specific sampling value. In this situation, two 
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majority and one minority classes are found and used. The majority class that contains much instances than other 

majority one is consider as a majority class 1 and the another majority class as majority class2. 

 

In case, if two minority classes are there, then the minority class with very small number of the instances than another is 

consider to minority class 1 and other as a minority class2. Any of those two of classes with same amount of instances in 

every class, then we assume by their own way, which could suitable. Simply some rare application could have this kind 
of situation as two or more classes contains of same instances in all the class.  

 

Instances of class a are gets over sampled by means of random over sampling until the instances in minority class reaches 

sampling value namely 3333. Similarly instances in class b are get to be under sampled with the use of random under 

sampling up to number of the instances in majority class that reach the specified sampling value of about 3333 and all 

instances in class c are get under sampled using the random under sampling up to amount of instances in specific 

majority class which reaches that sampling value such as 3333. 

 

In the imbalance scenario, class a has 1500 instances and in balance scenario class a has 3333 instances (1500 

(original)+1833(over sampled) =3333). Similarly in the imbalance scenario, class b has 3500 instances and in balance 

scenario class b has 3333 instances (3500 (original) -167(under sampled) =3333) and class c has 5000 instances and in 

balance scenario class c has 3333 instances (5000 (original) -1667(under sampled) =3333). 
 

If the imbalance datasets are not balanced, then many of the minority class instances will be predicted as a majority class 

instances. Because of classifier might be trained heavily based on majority class (es)  instances and rules will be created 

based on training from majority class instances of 5000&3500 and minority class instances of 1500. 

 

If the imbalance datasets are balanced, then both the majority class instances and minority class instances will be trained 

equally and rules will be created based on training majority class instances of 3333 & 3333 and minority class instances 

of 3333. So prediction will not favor the majority class instances, it will favor the all the classes.   

 

EXPERIMENTAL DESIGN 

 
A. Dataset preparation 

 

Three two class datasets abalone, census &vote with two multi class datasets nsl& balance are taken from weka, keel – 

data mining tools & UCI data repository. For the multi class dataset, three class dataset is considered. All the datasets 

consist of class imbalance problems in different ratios. 

 
TABLE 1: TWO CLASS DATASETS CHARACTERISTICS 

Dataset Attributes Overall instances 
Instances in class 

1 

Instances in 

class 2 

Ratio of class 

imbalance 

(class 1 : class 2) 

Abalone 4 731 689 42 94.25 : 5.75 

Census 7 692 657 35 94.94 : 5.06 

Vote 5 335 267 68 79.70 : 20.30 
 

TABLE 2: MULTI CLASS DATASETS CHARACTERISTICS 

Dataset Attributes 
Overall 

instances 

Instances in 

class 1 

Instances in 

class 2 

Instances in 

class 2 

Ratio of class 

imbalance 

(class 1 : class 2 : 

class 3) 

NSL 6 8896 4342 2152 2402 48.81 : 24.19 : 27 

Balance 5 625 49 288 288 7.84 : 46.08 : 
46.08 

 

B. Performance Metrics 

Overall prediction accuracy has been used to evaluating the performance of specific classifier algorithm on the 
imbalanced datasets, thus overall prediction accuracy could be high in sometimes, but will perform badly in minority 

class and performs good in the majority class. Thus overall prediction accuracy is not accepted performance metric of the 

imbalanced datasets. 

 

If datasets are high imbalanced, even the classifier is classifies all of majority class instances by correctly and 

misclassifies all minority class instances, then the overall accuracy of classifier is still found as large due to since it 

posses high majority class instances than the minority class instances. Under this scenario, overall prediction accuracy 

will not reflect the reliable prediction for minority class. So, separate accuracy for minority class and majority class are 

needed. 
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Overall prediction accuracy is number of correctly classified instances divided by total number of instances. 

 

Majority class accuracy is the number of correct classified instances in specific majority class which is divided by means 

of total instances in particular majority class. 

 
Minority class accuracy is amount of correctly classified instances in the particular minority class that gets divided in 

terms of total amount of instances in that minority class. 

 

C. Results 

TABLE 3: BALANCE DATASET - ACCURACY 

Accuracy Imbalance RUS ROS SMOTE UOS 

Overall  94.56 86.24 89.88 86.53 92.76 

Minority class 63.27 12.24 99.49 96.43 97.96 

Majority class 1 96.88 95.83 84.03 81.25 89.24 

Majority class 2 97.57 89.24 82.64 85.07 90.97 

 
TABLE 3: NSL DATASET - ACCURACY 

Accuracy Imbalance RUS ROS SMOTE UOS 

Overall  99.07 97.88 98.54 98.83 98.87 

Minority class 1 98.70 96.19 98.09 98.92 98.88 

Minority class 2 98.71 96.34 98.25 98.27 98.38 

Majority class  99.45 99.56 99.29 99.29 99.40 

 

Compared to RUS, ROS & SMOTE, UOS performs very well on three class imbalanced datasets. Out of 8 times, 6 times 

UOS outperforms other sampling methods. 

 
TABLE 4: ABALONE DATASET - ACCURACY 

Accuracy Imbalance RUS ROS SMOTE UOS 

Overall  95.06 70.50 65.80 74.92 75.38 

Minority class  14.29 71.43 58.05 68.50 71.99 

Majority class  100 69.04 73.44 81.27 78.57 
 

TABLE 5: CENSUS DATASET - ACCURACY 

Accuracy Imbalance RUS ROS SMOTE UOS 

Overall  97.69 89.52 88.17 90.16 90.56 

Minority class  54.29 85.71 88.93 96.25 91.43 

Majority class  100 94.29 87.52 86.45 89.65 

 
TABLE 6: VOTE DATASET - ACCURACY 

Accuracy Imbalance RUS ROS SMOTE UOS 

Overall  96.42 96.12 95.18 94.90 95.73 

Minority class  88.24 86.76 93.38 95.13 95.59 

Majority class  98.50 96.5 97 94.67 95.88 

 

Comparing with RUS, ROS & the SMOTE, UOS could perform very good on the two class of imbalanced datasets. Out 

of 9, 4 times the UOS outperforms other specific sampling methods. 2 times the SMOTE, 2 times the RUS and 1 time 

that ROS which outperforms sampling techniques. In all case, accuracy of specific minority class is enhanced by 

comparing to other specific sampling method, during the usage of UOS sampling approach. 

IV. CONCLUSION& FUTURE WORK 

This review introduces the new approach for the imbalanced datasets in those two class and multi class environment 

with the increment the predicting accuracy of the minority class(es). This approach finds out the sampling value, and it is 

based on the sampling value thus performs under and over sampling. The result shows up the newly introduced sampling 

method enhances the specific prediction accuracy for minority class(es) including slight reduction of prediction accuracy 

of those majority class(es). 

 

Future work can be considered more than three class environment and evaluate the performance of new sampling 

method. Combination of other sampling methods like SMOTE, borderline SMOTE, cluster based under sampling 

methods can be considered for UOS.Different algorithm level approaches without using data level approaches can be 
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considered for balancing the dataset. Especially improvement of AdaBoost for imbalanced datasets can be considered. 

Combination of UOS with algorithm level approaches can be considered to evaluate the performance on imbalanced 

datasets. 
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