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Abstract - Big data is the large volume of data stored on the dailg.ig) data in cellular network is a challenging one
for performing traffic prediction. With increasing numbdr mobile devices accessing Internet, cellular traffétsg
increased in the past few years. Traffic prediction gemanding one because of the spatial and temporal dynamics
depending on different user behavior. An accurate cellultwank traffic prediction guarantees the good quality of
service during the data access. Many works have beemumed for cellular network traffic prediction with diffate

user Internet behaviors. However, the prediction timeaaedracy performance was not improved. For addressing these
problems, the survival study is carried out for differezitutar network traffic prediction.
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. INTRODUCTION

Cellular network is a communication network distributed dver land areas termed as cells. Every network server
was served by one fixed-location transceiver. The bé&sgors presented cell with network coverage for voice
transmission, data and additional content types. A usdls different frequencies from neighbouring cells to avoid
interference and to provide better service quality. Celluidfic prediction is an essential one in network plagrand
management for real-time decision making and short-teredigiion. The traffic prediction in cellular network
comprises time series analysis, regression techniquesgségmatic method, neural network etc. Traffic predidsahe
process of forecasting the traffic volumes with histdri@eed and volume data. This paper is organized as follows:
Section 2 portrays the review on different traffic prédit techniques in cellular networks, Section 3 describestudy
and analysis of existing traffic prediction techniquesct®n 4 explains the possible comparison between them. In
section 5, the limitations and discussion of existinditrgdrediction techniques are discussed. Section 6 concludes th

paper.
Il. LITERATURE REVIEW

The call detail records data were employed to idertigyanomalies in network. K-means clustering was introduced i
[1] for verification of anomalies. An anomaly free dataswemployed through removing the anomalous activities. But,
the prediction accuracy was not improved using k-means chugtekinovel deep learning architecture termed Spatial—
Temporal Cross-domain neural Network (STCNet) was intredua [2] to collect the complex patterns hidden in
cellular data. However, the prediction time consumptionweaseduced using STCNet architecture.

A device-level lightweight malware identification and clisation framework was introduced in [3] for Android
malware identification. Network traffic was mirroredifin wireless access point to server for data anallfsiaever,
lightweight framework was not suitable for malware sammesnhance the detection performance. Traffic managem
system was introduced in [4] depending on prediction infoonai minimize the problems in metropolitan area. The
emergent intelligence method employed the historiodl spatio-temporal data for predicting the expected patt#rns
traffic density and travel time in every zone and regiant, Bie prediction accuracy was not improved using the traffic
management system.

A new deep learning architecture was constructed in [5]diress the supervised regression problems. The
architecture was based on additive network model with gnaddoosting techniques and learning blocks stacked
iteratively. However, gaNet was not employed to addiesslassification issues. The decomposition of in-celliated-
cell data traffic was carried out with graph-based deaming approach in [6] to perform the cellular traffiediction
to classify spatio-temporal dependency of urban cellulafidra&ut, error rate was not minimized by graph-based deep
learning approach

A new fuzzy deep-learning approach (FDCN) was introduced]ifof forecasting the citywide traffic flow. A fuzzy
deep convolutional network model was introduced to enhance thie tilafff prediction depending on spatial and
temporal traffic flow correlation. However, the reirfement learning was not considered with the external faator
traffic flow prediction. Extending Labeled Data (ELD) wawsptoyed in [8] to identify the label of unknown mobile
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traffic to enhance labelled mobile traffic data. EL@ntfied mobile traffic with encrypted payload. But, EL&IIéd to
identify the streaming and web through limiting ServerTag abdst flow features.

An extensive analysis was performed in [9] on daily meeitraffic data created from January to December 2017
smart university at Nigeria. However, the prediction timescomption was not minimized through extensive analysis. A
guadri-dimensional approach was introduced in [10] to construsktivice quality management (SQM) tree in Big Data
platform. But, the feature selection was not carriedbgutjuadri-dimensional approach. A deep learning approach was
introduced in [11] to model nonlinear dynamics of wireleaffit. The spatial and temporal dependence of cellitraff
were collected through densely connected convolutional neutrabries. But, prediction accuracy was not improved
using deep learning approach

lll. TRAFFIC PREDICTION IN CELLULAR NETWORKS

Wireless cellular network comprised the group of cedlgecing large geographical area. Each cell has batsenstar
bandwidth management in cell. A new user enters networiaridom cell when sufficient bandwidth resources were
available in particular cell. The user moves from one telanother cell while spending some time in every cell
depending on their mobility model. Traffic development in cetluhetwork is driven by enhanced smart phone
subscription and increase in average data volume per sulstriphe traffic prediction has attracted large interest f
increasing the reliability and network efficiency.

A. Deep Transfer Learning for Intelligent Cellular Traffrediction Based on Cross-Domain Big Data

Deep learning based traffic prediction architecture contboress-domain datasets into unified representation. The
spatial, temporal and external factors influenced theidrgiéneration collected through ConvLSTM and CNN. The
dense connectivity pattern improved the feature propawdtr traffic prediction. A new deep learning architecture
termed Spatial-Temporal Cross-domain neural Network (SSECMas introduced to gather the complex patterns hidden
in cellular data. Through adopting convolutional long short-term ongmetwork as subcomponent, STCNet has strong
ability in modeling the spatial-temporal dependencies. dross-domain datasets were gathered and modeled through
STCNet to capture external factors. A clustering alforifpartitioned the city areas into groups. A consecutive-inte
cluster transfer learning plan was introduced to gatieerégional differences and similarities from spatial @mdpioral
domain. A successive inter-cluster transfer learning glyatwas introduced to improve the knowledge reuse
performance. The model-based deep transfer learning wasdcaut to use the spatiotemporal similarities of cellula
traffic types for prediction performance enhancement.

B. A mobile malware detection method using behavior featurestinork traffic

A device-level lightweight malware identification andsddication framework was introduced to identify the raatw
traffic for finding the mobile malware as all malicobehaviors of malware were accomplished by networkfaaer
The network traffic was promising one for disclosing theicials traces of malware. The designed method usedttraff
mirroring technology to gather the network traffic genaetateough mobile apps. The generated network traffic wat s
to the server for data analysis. The detection methadnetibased on user surfing habits, device resources itioadd
device specific factors. The designed method extractettafiee features and employed detection model depending o
machine learning to identify whether app is malicious or mbe meaningful functionality displayed final detection
results and examined the reason behind the malicious obses/dti allowed users to observe each feature contribution
to attain the final result and informed users regarthiegationale of final decision.

C. Call Detail Records Driven Anomaly Detection and TraFiediction in Mobile Cellular Networks

Big data analytics examined the user and network informatidnmadichine learning tools. The call detail records data
were employed to identify the anomalies in network. An unsigeadvmachine learning algorithm termed k-means
clustering for authentication and verification of anonwli& design was made for resource distribution, faukamn
and avoidance through anomaly detection. An anomaly freeelaaed anomalous activities and instructed the neural
network model. Through anomaly free data, anomalous actéffects were observed in the training model. An
autoregressive integrated moving average model was empioyetcast the future traffic for user

IV. PERFORMANCE ANAL YSISOF TRAFFIC PREDICTION IN CELLULAR NETWORKS

The traffic prediction techniques in cellular networks eoenpared with epochs number of data points. The traffic
prediction performance is enhanced by using various peesim An experimental evaluation is implemented uging
language with CDR Dataset. CDR Dataset named CommiRegource for Archiving Wireless Data Dartmouth
(CRAWDAD) is a wireless network data resource used feearch community. CRAWDAD dataset comprised the
mobile phone records of 142 days from September 2010 tudgh2011. The dataset includes the five fields, namely
date, user activity, time, type, direction and duratidme date of user activity is denoted as YYYYMMDD. Usetivdty
is in form of incoming call, outgoing call, incoming SM®d outgoing SMS. Time of user activity is denoted in
hhmmss. Type represents the user activity type. Dimreafienotes user activity direction (incoming or outgoing).
Duration denotes the voice call duration. The traffic ptédlicin cellular network is enhanced by utilizing theivas
parameters, namely,
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»  Prediction accuracy,
* Prediction time and
» Activity Level

A. Prediction Accuracy

Prediction accuracy (PA) is defined as the ratio of nurobelata points that correctly predicts the cellular network
traffic to the total number of data points. It is measlin terms of percentage (%). It is given by

Number of data points that correctly predicts traffic
PA = f datep 4 17+ 100 (1)

Total number of data points

From (1), prediction accuracy is calculated. When theliptien accuracy is higher, the method is said to be more
efficient
TABLE 1. TABULATION FOR PREDICTION ACCURACY

Number of Prediction Accuracy (%)

data points STCNet Device-level lightweight malware K-means clustering

(Number) Ar chitecture identification and classification framework
10 85 10 85
20 88 20 88
30 91 30 91
40 89 40 89
50 86 50 86
60 84 75 69
70 87 77 73
80 90 80 76
90 92 83 78
100 95 86 81

Table 1 describes the prediction accuracy of three diffar@thods, namely STCNet Architecture, Device-level
lightweight malware identification and classificatiomrfiework and K-means clustering for varying number of data
points ranging from 10 t0100. The graphical representation of gimedaccuracy is given in figure 1.
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Fig. 1 Measurement of Prediction

B. Accuracy

Figure 1 explains the analysis of prediction accuracy vemgobaer of data points taken from input dataset for three
different methods. From the figure, it is clear that pr@sficaccuracy using STCNet Architecture is higher than Revic
level lightweight malware identification and classificati framework and K-means clustering. This is because of
introducing the consecutive inter-cluster transfemigay plan concepts to collect the regional differences emnithsities
from spatial and temporal domain. A successive inter@lusansfer learning strategy enhanced the knowledge reuse
performance. The model-based deep transfer learning emplogespatiotemporal similarities of cellular traffiqpes
for prediction performance enhancement. Therefore, prediaccuracy of STCNet Architecture gets increased18% 1
and 30% when compared to Device-level lightweight malwardifaetion and classification framework andK-means
clustering respectively.

C. Prediction time

Prediction time (PT) is defined as amount of time consufoegredicting the traffic in cellular networks. It iset
difference of starting time and ending time for trafficediction. It is measured in terms of milliseconds (nis)s |
formulated as,
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PT = Ending time — Starting time for traf fic prediction )
From (2), prediction time is calculated. When the predidiioe is lesser, the method is said to be more efficie

TABLE 2 TABULATION FOR PREDICTION TIME

Number of Prediction Time (ms)

data points STCNet Device-level lightweight malwar e K-means clustering

(Number) Architecture identification and classification framework
10 35 25 30
20 37 27 32
30 40 29 34
40 42 32 37
50 45 35 39
60 48 38 41
70 51 41 44
80 54 45 48
90 57 49 52
100 60 52 55

Table 2 explains the prediction time of three differenthoés, namely STCNet Architecture,Device-level lightyii
malware identification and classification framework atdheans clustering for varying number of data points rangi
from 10 t0100. Prediction time is calculated with respeatumber of data points in input dataset. The diagraticm
representation of prediction time is shown in figure 2.
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Fig. 2 Measurement of Prediction Time

Figure 2 illustrates the performance analysis of predictioe tiersus number of data points taken from input dataset.
From the above figure, it is clear that prediction timéngisDevice-level lightweight malware identification and
classification framework is lesser than STCNet Arcttitee and K-means clustering. This is due to the appiicadf
traffic mirroring technology for identifying the network ffia generated through the mobile apps. After that, the
generated network traffic was transmitted to the sefioredata analysis. It allowed the users to examine efesture
contribution for attaining the final result and informed the sisegarding rationale of final decision. As a result,
prediction time of Device-level lightweight malware mdiéication and classification framework gets reduced2t$b6
and 10% when compared to STCNet Architecture and K-meansraigste

D. Activity Level

Activity level is defined as the ratio of number of indoghcall, outgoing call, incoming SMS and outgoing SMS to
the time interval. It is measured in terms of adggitper hour. It is formulated as,

AL = Number of incoming call,outing call,incoming SMS and outgoing SMS 3)

Time

From (3), the activity level is determined. When the atstildvel is higher, the method is said to be more efiicie
Table 3 portrays the activity level of three different Inoets, namely STCNet Architecture, Device-level lightweigh

malware identification and classification framework ddheans clustering for varying time period from 3.00 hours to
24.00 hours. The diagrammatic representation of actieitgllis given in figure 3.
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TABLE 3TABULATION FOR ACTIVITY LEVEL

Number of Activity Level (activities per hour)
data points STCNet Device-level lightweight malware K-means clustering
(Number) Architecture identification and classification framework
3.00 0.2 0.2 0.3
6.00 0.3 0.3 0.5
9.00 0.8 1 15
12.00 15 1.9 2.2
15.00 0.8 1 1.5
18.00 25 3 4
21.00 0.3 0.3 0.5
24.00 0.3 0.3 0.4
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Fig. 3 Measurement of Activity Level

Figure 3 illustrates the analysis of activity level versure interval for three different methods. From abadgerk, it
is observed that activity level using K-means clusternigigher than STCNet Architecture and Device-level ligingt
malware identification and classification framework. Thisbiscause, anomaly free data removed the anomalous
activities and used in neural network model. An autoregresntegrated moving average model forecasted the future
traffic for the user. Consequently, activity levelkeineans clustering gets increased by 62% and 46% whepacethto
STCNet Architecture and Device-level lightweight malevatentification and classification framework respectively

V. DISCUSSION AND LIMITATION OF TRAFFIC PREDICTION IN CELLULAR NETWORKS

Spatial-Temporal Cross-domain neural Network (STCNet) gobdpe complex patterns hidden in cellular data.
STCNet included strong ability in modeling the spatial-tempegkendency through convolutional short-term memory
network. STCNet collected the external factors thatcafthe traffic generation. But, the prediction time stonption
was not minimized using STCNet architecture. Device-ldigditweight malware identification and classification
framework was introduced for Android malware identifioatprocess. Network traffic created through mobile app was
mirrored from the wireless access point to server fa daalysis. The data analysis and malware detectionoagied
out on server side with lesser resource consumption on maéiiees. However, lightweight framework was not
appropriate for many malware samples to enhance the idetgarformance. K-means clustering was introduced for
authentication and verification of anomalies. The call ideexzords data identified the anomalies in networks. A
anomaly free data was prepared through removing the anomalousiezctvith neural network model. The hidden
information of user was employed for resource allocati@hdistribution. But, the prediction accuracy was not improved
using k-means clustering.

A. Future Direction
The future direction of the work is to perform efficiemaffic prediction in cellular networks by using mauhi
learning and deep learning techniques with higher accuraclgsset time consumption.

VI. CONCLUSION

A survival study of different traffic prediction teclopies in cellular networks is carried out. From the ystud
lightweight framework was not suitable for various makveamples to increase the detection performance. In agditio
the prediction accuracy was not enhanced by k-means clgstanih prediction time consumption was not minimized
using STCNet architecture. The wide range of experimentexisting traffic prediction techniques compares thdtsesu
and discusses their limitations. Finally from result, thgearch work can be carried out by machine learning anqd dee
learning techniques for traffic prediction techniques in calluhetwork with higher accuracy and lesser time
consumption.
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