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Abstract - In the cloud environment, the workflows have béequently used to model large- scale problemaré@as
such as bioinformatics, astronomy, physics anchmeétic process. Such a resource obtains a task fhencloud
providers that have ever-growing data and computieguirements and therefore demands a high-perfena
computing environment in order to be executed measonable amount of time. This work proposes degbaware
heuristic-based solution for VM placement optimiaatin cloud data centers. The proposed technigkestinto account
physical machine characteristics and load (peakremdpeak) conditions in the data centers to saweep and also
improve performance efficiency for data center own&his work proposes a resource provisioning sectteduling
strategy for scientific workflows on Infrastructuas a Service (laaS) and Platform as services sl{RaaS). This work
minimizes the overall workflow execution cost usthg Superior Element Multitude Optimization (SEM&gyorithm.
The main scope of the work is used to analyse #s &vailable resources in the cloud environmeptde upon the
total execution time and cost which is comparedvbeh one process to another. If the provider $esighe least time,
then the process terminates.

Keywords - Virtual machine placement optimization, resoyscevisioning and scheduling.

I.  INTRODUCTION

Cloud computing is being adopted rapidly by allibasses because of its profitable benefits. ltdblsinesses avoid
higher investment for IT infrastructure at the mgng and reduces the hardware maintenance cabtsniatration
costs, and worries from their users. Cloud compusi@rvices are offered by multiple vendors in didtimodels such as
Infrastructure-as-a-Service, Platform-as-a-Servéee| Software-as-a-Service to its users basedenhlibsiness needs.
Cloud data centers are a farm of heterogeneous wamgpservers that are provisioned dynamically geruapplications.
The virtualization technology enables data certieraaximize utilization by sharing physical compgtinodes between
users/ applications. If cloud computing has to sedg it has to be cost-effective and efficient hothcloud service
providers and its users.

A Variety of services is being offered in the cloevironment at an ever-increasing pace, and thesecross the
globe consume its services. The cloud service gevsiare building their data centers at geo-digteith locations to
cater to users located at different geo-regionsnprove performance, fault tolerance, and also ravide reliable
services round the clock. The cloud service pragideake a significant investment at the beginnimgeét up data
centers for IT infrastructure and other logistiaed later they incur significant data center mansge costs to keep
their data centers running. The data center managerosts include power/electricity costs, hardw&rsoftware
maintenance costs, and other logistics costs. Hi& center management costs vary greatly basetieototal power
usage, electricity cost at that location, and spacging costs. As per a published study, the eé#gt power costs
contribute to around 13% of the overall cost foradzenter management, which is a significant shangributing to the
cost of data center owners. It is vital to reduwe power consumption of the data center whenewtmdrerever there is
scope without affecting the cloud application perfance to reduce operations cost for data centaeisy

The data center is a server farm consisting ofgelaumber of heterogeneous physical machines ctethby a high
speed shared network. These physical machines wdigrin terms of their computing capacity, comgosi, and also in
their power consumption characteristics at diffelead conditions. Such heterogeneity in the contjposof physical
machines results in some of these machines being pmwer-efficient than others. It is essentiabfgimize power
consumption in the data center by scheduling VMsname power and performance efficient physical nveeh It also
identifies and switch off other physical machineghvower power efficiency and having lower utiltizan during non-
peak hours. In this paper, the problem of optingzpower consumption by efficient utilization of éeigeneous
physical machines in a data center having an imherariability in power consumption and performannetrics is
evaluated. Optimizing overheads of load balanciggriéhms considering the data center load paranigt@vestigated.
Heterogeneity in physical machine's power and perémce characteristics along with data center kautitions are
denoted in our proposed work as data center copi@emeters. This work presents a context-aware plddement
optimization technique to reduce the cost of datater management by optimizing power consumptiah eathancing
performance without affecting the response timegpplications. The figure shows the proposed smiuti
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Il. LITERATURE REVIEW

P. Mell, T. Grance, Cloud computing is an evolviteghnology. The NIST definition characterizes tleefost
important aspects of cloud computing. It is alse #implest way for comparisons of cloud serviced daployment
strategies and is used to providea baseline foudgon of what is cloud computing and also thaekbkdo best use cloud
computing. The cloud services and deployment modelsed form a straightforward taxonomy that's im¢nded to
prescribe or constrain any particular method o¥iserdelivery, deployment, or business operatidre &udience of this
document is program managers, system plannersydlgists, adopting cloud computing as consumergaviders of
cloud services. Cloud computing could even be aahfmt enabling ubiquitous, on-demand network asdesa shared
pool of computing resources like networks, serveterage, applications, and services that will bevigioned and
released with minimal management effort or seryioavider interaction. This cloud model consiststlufee service
models, five essential characteristics, and 4 depémt models. Y. Fukuyama and Y. Nakanishi, Congidevoltage
stability, a particle swarm optimization for reaetipower and voltage control. A control strategyhwiontinuous and
discrete control variables such as AVR operatinfpes OLTC tap positions, and the amount of reacpower
compensation equipment is determined by the prapsgstem. Using a continuation power flow technitiue method
considers the voltage stability. The feasibilitytbé proposed method is demonstrated on model psystems with
promising results [12].

A. Top of Form

The static scheduling algorithms produce a gooéduale given the current state of Grid resourcesdo®s not take
into account changes in resource availability. Inltprocessor systems, critical path heuristicwehdeen used
extensively for scheduling interdependent taskdetermines the longest of all execution paths frileenbeginning to the
end in a task graph and schedules them earliestindmize the entire graph's execution time. Theiaai path is
dynamically determined after each task is schedinlé¢lde Dynamic Critical Path (DCP) algorithm. Foapping tasks on
to homogeneous processors, this algorithm is dedigand is static, in the sense that the schéslolely computed once
for a task graph. The DCP algorithm is designechép and schedule tasks in a workflow on heterogenessources in
a dynamic Grid environment in this project. It Ragensively compared the performance of the algarjtcalled DCP-G
(Dynamic Critical Path for Grids), against well-kmo Grid workflow algorithms.

Reactive power and voltage Control (Volt/VarControVC) determines an online control strategy forejpimg
voltages of target power systems considering varigads in each load point and reactive power localam target power
systems. Considering execution time and availabka dfom the actual target power system VVC is Iguaalized
based on power flow sensitivity analysis of the rafien point. Recently, the voltage stability prefl has been
dominating. VVC problem has required for the coesition of stability. Continuation power flow (CPBW) is
suitable for the calculation since the fast comjpamaof voltage stability is required for VVC. Trauthors have been
developed a practical CPFLOW and verified it with a&ctual power system. With continuous state végtabuch as
AVR operating values and discrete state variableh s OLTC tap positions, VVC can be formulatedaamixed-
integer nonlinear optimization problem and the amaf reactive power compensation equipment. Adogrdo the
power system condition, the objective function barvaried. For example, the function can be anaisémization of the
target power system for the normal operating camtitConventionally, the methods for the VVC prabldave been
developed using various methods. However, a pacticethod for a VVC problem formulated as a mixetbger
nonlinear optimization problem has been eagerlyit@gaParticle swarm optimization (PSO) is onehsf Evolutionary
Computation (EC) techniques. The original methodbike to handle continuous state variables easitlysearch for a
solution in a solution space efficiently.

However, the method can be expanded to treat mitincious and discrete variables. Therefore, théhatecan be
applicable to a VVC problem. This paper presen&S® for a VVC problem formulated as a mixed-integenlinear
optimization problem considering voltage stabili4pltage stability is considered using a contineatpower flow. The
feasibility of the proposed method for VVC is derspated on a simple power system and IEEE 14 bsi®sywith
promising results. M. Rahman, S. Venugopal, an8Wiya, For the execution of performance-driven Guigblications
effective scheduling, is a key concern. The effitimapping of tasks by calculating the criticallpat the workflow task
graph at every step is determined by Dynamic GiitRath (DCP) based workflow scheduling algoritfithe algorithm
assigns priority to a task in the critical path @rhis estimated to complete earlier. Using simalgtit has compared the
performance of the proposed approach with othestiegi heuristic and meta-heuristic based schedudtrategies for
different types and sizes of workflows. Based anBCP approach a better schedule is generateddst ofi the type of
workflows irrespective of their size particularlynen resource availability changes frequently.

On present-day many of the large-scale scientifiglieations, executed Grids are expressed as canglecience
workflows. A workflow could be a set of orderedkaghat are linked by data dependencies. A Workfidanagement
System (WMS) is usually employed to define, manaigg execute these workflow applications on Gridueses. For
mapping, the tasks in a very workflow a WMS may aggarticular scheduling strategy to appropriatiel ®sources so
as to satisfy user requirements. Within the literat numerous workflow scheduling strategies aop@sed for various
objective functions.
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B. Bottom of Form

J. Yu and R Buyya, Grid technologies have progksssvards a service-oriented paradigm based oiityutil
computing models that enable a new way of serviogigioning over the last few years. Based on tlg6 (Quality of
Service) requirements users consume these serWicssich “pay-per-use” Grids, during schedulingezasn users
QoS constraints workflow execution cost must besaiered. In this paper, they propose a budget m@insbased
scheduling, which minimizes execution time whileetieg a specified budget for delivering resultsnéw type of
genetic algorithm is developed to solve the schadubptimization problem and test the schedulingogthm in a
simulated Grid testbed. Utility computing has eneergs a new service provisioning model and is depaftsupporting
diverse computing services such as servers, stonag@ork and applications for e-Business and er®e over a global
network. Users consume the services when they teeand pay only for what they use for utility comipg-based
services. With the economic incentive, utility cartipg encourages organizations to offer their sgdezedd applications
and other computing utilities as services so tla¢nindividuals/organizations can access thessuress remotely.

To develop their own core activities without mainiag and developing fundamental infrastructurdaitilitates
individuals/ organizations. Service-oriented Grioimputing creates an infrastructure for enablingraige consume
services transparently over a secure, shared, bdealsustainable and standard worldwide networkirenment. It
reinforced providing utility computing servicestime recent past. M. Malawski, G. Juve, E. Deelnsaudl J. Nabrzyski,
Inter-related workflows is a group of Large-scapplecations expressed as scientific workflows. @frdstructure-as-a-
Service (laaS) clouds address a new and importariilgm concerning the efficient management of seisbembles
under budget and deadline constraints. To disdes&lop, and assess algorithms based on statidyarasnic strategies
for both task scheduling and resource provisionkget of the scientific workflows used to perfothe evaluation via
simulation ensembles with a broad range of budgdtdeadline parameters, taking into account unicgiga in task
runtime estimations, provisioning delays, and faitu The ability to decide which workflows in arsemble to admit or
reject for execution is the key factor determinithgeg performance of an algorithm. Based on workflstnucture
admission procedure estimates of task runtimessiganificantly improve the quality of solutions. 8aitific workflows,
usually represented as Directed Acyclic Graphs (BA@re an important class of applications thad feachallenging
problems in resource management on grid and utibiyputing systems. Workflows for large computagioproblems
are often composed of several inter-related wowdlgrouped into ensembles. Workflows in an ensenypieally have
a similar structure, but they differ in their inpldta, number of tasks, and individual tasksizes.

Scientific workflow ensembles are required by mapplications. For example, CyberShake uses enssntble
generate seismic hazard maps. A hazard curve particular geographic location is generated by emotkflow in a
CyberShake ensemble, and several hazard curvesmtgned to create a hazard map. In 2009 using ISyia&e a map
is generated that requires an ensemble of 239 eerkf Users of Montage often need several workflauth different
parameters is used to generate a set of image esad&it can be combined into a single, large moJdie Galactic
Plane ensemble, which generates several mosaite @ntire sky in different wavelengths, considtd® workflows,
each of which contains 900 sub-workflows. Anotheseanble example is the Periodograms applicatioigchwdearches
for extrasolar planets by detecting periodic dipghie light intensity of their host star. Due te farge scale of the input
data, this application is often split up into mpiki batches processed by different workflows. Add#l workflows are
created to run the analysis using different paramsefA recent analysis of Kepler satellite dataiiregl three ensembles
of 15 workflows. Workflows in an ensemble may diffeot only in their parameters, but also in theiogty. For
example, in Cyber-Shake some sites may be in hepeajbulated areas or in strategic locations suchoager plants,
while others may be less important. Scientistsciity prioritize the workflows in such an ensembtethat important
workflows are finished first. This enables thensé&e critical results early, and helps them to cadbs most important
workflows when the time and financial resourcesilalée for computing are limited. Infrastructure-@&sService (laaS)
clouds offer the ability to provision resourcesdsmand according to a pay-per-use model. Thesersgsare regarded
by the scientific community as a potentially attihee source of low-cost computing resources. Intiast to clusters and
grids, which typically offer best-effort quality afervice, clouds give more flexibility in creatireg controlled and
managed computing environment. Clouds provide thiétyato adjust resource capacity according to thenging
demands of the application, often called auto-sgalHowever, giving users more control also requthee development
of new methods for task scheduling and resourceigioming. Resource management decisions requinediaud
scenarios not only have to take into account perémrce-related metrics such as workflow make sparesource
utilization, but must also consider bud-get constsa since the resources from commercial cloudsaliys have
monetary costs associated with them.

In this paper, it aims to gain insight into res@nmmanagement challenges when executing scientifickflow
ensembles on clouds. It address a new and impgstabtem of maximizing the number of completed vilanks from
an ensemble under both budget and deadline camstrai. Fukuyama and Y. Nakanishi, Cloud compugngironments
facilitate applications by providing virtualizedsurces that can be provisioned dynamically. Howeusers are
charged on a pay-per-use basis. Large data rdtaedsexecution costs incur user applications whery are scheduled
taking into account only the ,execution tifneThe cost arising from data transfers betweenoteegs as well as
execution costs must be taken into account whitémiging execution time. Particle Swarm OptimizatiPSO) based
heuristic is presented to schedule applicationsldad resources. It takes into account both contjpuacost and data
transmission cost. In the experiment, with workflapplication by varying its computation and comneatibn costs. To
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compare the cost savings when using PSO and exi@imst Resource SelectiofBRS) algorithm. PSO can achieve: a)
as much as 3 times cost savings as compared to&R%)) good distribution of workload on to res@s’c

lll. EXISTING METHODS

The existing systems implement a) Proposed Ridtement Optimization algorithm, b) Power andgrerance
aware Best Fit Decreasing algorithm, c) Under |dadest Detection Algorithm and d) DC Load Contextetértion
Algorithm to achieve Context-Aware VM Placement i@ptation Technique for Heterogeneous laaS Clowadf@im.
The existing system develops a static cost-minitiina a deadline-constrained heuristic for schedula workflow
application in a cloud environment. This approadmsiders the features of laaS providers such asdyimamic
provisioning and heterogeneity of computing resesrcdo achieve this, both resource provisioning setteduling are
merged and modeled as an optimization problem. BSen used to solve such a problem and produsehadule
defining the number of nodes that should be asdighiee process referred to in the single cloud igerwvhich is used
to compute the consumption time and execution faostunning the process in the environment. Theedaling process
is done on the basis of a set of resources, théauof tasks that are defined to that resourckérenvironment. Here to
compute the result of total consumption cost atal xecution time using PSO logic. The existingteyn has following
disadvantages,

» Adaptable only in situations where same initialafatesource availability.
» Suitable for single cloud service provider envir@amnonly.
« Data transfer cost is not considered between dffitecloud data centers.

IV. PROPOSED METHOD

The dissertation presented the algorithm named SESIerior Element Multitude Optimization) whichnepares
the entire execution time and total execution dutveen one process to a different process. Indstehe resource
model to think about the information transfer cbstween data within the cloud environment in orithat nodes are
often deployed in several regions. It assigns difie options for the choice of the initial resoupmol. For the given
task, the various set of initial resource requireteés assigned. The information transfer costevéen the information
environments also are calculated so on minimize pghee of execution during a multi-cloud serviceoyider
environment. The proposed system has following athges,

» Adaptable in situations where multiple initial sétresource availability.

» Suitable for multiple cloud service

e Data transfer cost is reduced between differentcthkrea.

» It reduces management costs for data center owners

e It provides efficient context-aware heuristic-bassdlution for the VM placement optimization in the

heterogeneous cloud data centers

« Itimproves performance efficiency for data cemeners.

V. METHODOLOGIES

This module generates the transfer time matrix lnictv a number of taken are taken as columns and (the square
matrix is prepared) and the time a task transfeesdata to other tasks is stored as values. Thyoulh elements are
always zero since the same task has no data transfeation.

A. Schedule Generation

Initially, the set of resources to lease R andstiteof tasks to resource mappings M are empty lamdotal execution
cost TEC and time TET are set to zero. After ttiis, algorithm estimates the execution time of asotkflow task on
every resource ri initial. This is expressed asadrim in which the rows represent the tasks, theroas represent the
resources and the entry ExeTimei, j representithe it takes to run task ti on resource rj. Thisdiis calculated using
Figure 1 (a). The next step is the calculationhef data transfer time matrix. Such a matrix isespnted as a weighted
adjacency matrix of the workflow DAG (Directed atigagraph) where the entry Transfer Timei, j congathe time it
takes to transfer the output data of task ti t& tpsThis value is taken from the database armbi® whenever ij or there
is no directed edge connecting ti and tj. An exiang these matrices is shown in Figure 1 (a) afio)1

Py
=
&

T2
ity 2 1 4 t/0 9 9 900 00 0
to 4 3 6 000500 00 0
t3 10 6 15 tzf 00 00 0 1 00 0
exeTime = :: g i i?} transferTime = Z g g g g g g ; g g
te| 3 2 7 /0 0 0 0 000 3 0
t7; | 12 7 18 t/ 00 000002 0
Ly 9 5 20 /0O 0 0 00 0 0 0 10
tg | 13 8 19 ttf 0 00000 O0O0 O

Fig 1 (a) Matrix representation of execution t Fig 1 (b) Matrix representation of transfer t
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VI. CONCLUSION

The work presented the SEMO (Superior Element Muaé Optimization) algorithm which is employed tedict the
smallest amount time computation within the cloudviler area. Additionally, the thesis comparedtthee evaluation
work between one dynamic resource flows to a difieprocess within the cloud environment. Additibnat extends
the resource model to think about the informati@mgfer cost between data centers in order that ieodeployed on
different regions. Extending the algorithm to inparate heuristics that ensure a task is assignadtme with sufficient
memory to execute it'll be included within the aigon. Also, it assigns different options for thieoice of the initial
resource pool. As an example, for the given tablk, various set of initial resource requirementsassigned.
Additionally, data transfer cost between data asra¢so are calculated so on minimize the valuexeftcution in multi-
cloud service provider environment. The main cdwniibn of thesis, the following problem solve irtéxisting system,
they contribution are

« Adaptable in situations where multiple initial sétresource availability.

e Suitable for multiple cloud service provider envingents.

» Data transfer cost is reduced

The system is extremely flexible and user-friendhat the maintenance supported the changing enwvieat and
requirements is incorporated easily. Any changed #re likely to cause failures are prevented veilocurity and
preventive measures may well be taken. The codirftnished in understandable and versatile methrodgram which
helps easy changing. Since MS-SQL Server and Javaeay flexible tools, user can easily incorporatey modular
program within the application.
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