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Abstract - Distributed computing is a hot territory of raseh in nowadays. Cloud is of four kinds: openyae,
crossover and network cloud. The cloud dependfi@etmodels: SaaS, PaaS, and laaS. Errand boakihg region
where a ton of research has been finished. Algtonsidered, there is a need to plan the assigsroeoccupations
as clients of the mists are expanding every dayhigpaper, we give a broad audit of differeneegsh calculations
identified with task planning. A couple of princlpaalculations are FCFS, Cooperative effort, MaxaMMin-Min,
Need based and Most Fit Errand Planning. This papsesses different most recent calculations depérah the
methods like Cooperative Creature Search, MoleBwam Enhancement, Subterranean insect State Impente
Hereditary Calculation, Lining hypothesis and satfq and propose which calculation is better ia tkecord of
different parameters like makespan, absolute uakiexg execution time, task holding up time, trarssian time, the
level of lopsidedness, vitality utilizations anda

Keywords- Cloud Computing, SaaS, Paas, laaS, Task Sched&@gS, Max-Min, Min-Min, VM (Virtual Machine).
.  INTRODUCTION

Undoubtedly without Information Technologyelis too tough. Nowadays cloud computing is atbpic which is
not only used in the real world but in the areaesfearch also. In information technology era, cloochputing is most
recent and important prototype where the infornrmatiad resources are shared over the Internet adepeaind and
rights [1][9]. Cloud computing is a combination wiachines connected via network technologies. Toixept may
include parallel computing, network storage tecbgws, load balancing, virtualization and lots m{g Figure 1
demonstrates the concept of cloud computing enrigori in a better way.

In last decades [19][20], internet growth restko new heights, so computing resources are wailable in a large
amount. This leads to the realization of a newcdingunotion known as Cloud Computing. In order &e cloud
computing environment, one needs traditional serpioviders in two different areas and these drastructure and
service providers. Infrastructure is a cloud corimguplatform having a combination of software amddware. Service
providers may take infrastructure on rent for sagvend-users needs. The most familiar companies Gkogle,
Microsoft and Amazon are using cloud concepts ideorto reach to information technology requiremeaisl
customer’s satisfaction. Cloud computing providéghhclass optimized services using very large $taland
virtualized resources. Cloud computing servicesSafware as a Service (SaaS), InfrastructureZerace (laaS), and
Platform as a Service (PaaS)[8].

In laaS, the large scale infrastructure isviged to the client in the shape of Virtual MachiéM). In PaaS, An
application creation platform is offered to the elepers to generate online applications for endsusgne can access the
software applications by the cloud provider atlthes| of SaaS. These kinds of services are madesaitde via pay-per-
use model to the clients [12]. Figure 2 makes argbécture of the cloud computing models. Nowadayany IT as-well-
as other commercial industries are looking to monecloud concepts to provide maximum services &ttst. In the
coming sections 1.1 and 1.2, we are elaboratingdctmmputing types and task scheduling respectively

A. Cloud Computing Types

Based on the location parameter, cloud computingoeadivided [19][20] into following categories:

a) Public Cloud: Here, computing infrastructure is \pded by the vendor and customer has no visibitity the
infrastructure. But the resources can be accessitiiécally.

b) Private Cloud: Here, infrastructure is developedafprivate organization. The services can be adogshat private
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organization only. This type of cloud is more sectitan a publicone.

c) Hybrid Cloud: A hybrid cloud is come into existenafter merging a private as well as the public dlo@ritical
applications may be deployed on a private cloud thedapplications having less security can be cctedeto the
public one.

d) Community Cloud: Here, the infrastructure is sharetiveen organizations of the samecommunity.
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Fig. 1 Cloud Computing Demonstration Fig. 2. Cloud Computing Services

B. Task Scheduling

In the Cloud Computing (CC) for the purposesefvices, many resources are used such as progessmory,
storage and many applications. The resources aigriml and acquired as per needs [1]. The CC ppetohad
reduced the acquiring cost of hardware and soft@acemaximized the services. Cloud resources aeedibetween
end-users using the concept of virtualization. Mlization allows optimum utilization of physicasources and energy
under remote running environments. A Virtual MaehifvM) works as a vital component of software stk the
cloud datacenter [1]. As we described earlier tisustries have started to move on cloud and thebeuwf users is
increasing day by day, so the task schedulingkeyapoint in CC. The task scheduling is a milestonéhe area of
computer science. For the quality of service [18}ources allocation among tasks sent by userséntain time can be
handled by scheduling. The target of task schedudirio ensure on which resource and when a taskidlbe assigned
and executed. The hot topics of research may beepsed scheduling means thread handling in an topesystem,
energy management through task scheduler in C@strfew years, cloud computing has attracted gebptause of
reliability, scalability, cost reduction and infoation sharing parameters at anytime and anywherihel present time,
cloud computing is the prime target of everyonéeathan other technologies for the purpose ofareseand utility in
real-life. In cloud computing, the target of a mes scheduler [2] is to make ensure the propegrassint of all
resources among the jobs sent by the differentsugenvast number of users requests for a lot dfstas the cloud
system, so it's a challenging issue for cloud syste assign all resources to all tasks. This hasetdone keeping in
the mind that the Quality of Service (QoS) must etsuffered. In order to ensure QoS [18] to thers)dt is a hard
necessity of efficient job scheduling. As usuak tsers will have the hesitation to pay in the abseof desired
performance. So scheduling is the key factor irugl@omputing culture. The proper utilization of alailable
resources at an optimum level is the main aim f4the cloud computing system. The scheduling atborg play a
vital role to achieve the same. So, users requeasks need to be scheduled properly using taskdsding algorithms.
The prime goals of a scheduling algorithm are tnimize the execution time, maximize the utilizatmfrresources and
load balancing. To assign the task in a properesepiunder problem specific constraints is the rpanpose of task
scheduling in any computing system [4]. The effitieesource scheduling leads to the high performarfc CC
environment. The maximum existing scheduling athons consider various factors as their prime dikiy teducing
cost, minimization of make span, optimization oheduling rate, resource utilization and lots mofg [n the next
section, we are going to present a lot of resegq@pers related to task scheduling algorithms an#&entheir
intenseelaboration.

C. Fundamental Scheduling Algorithms

The fundamental algorithms used in task schedanegollowing:
a) FCFS (First Come First Serve) algorithm — Usudlys algorithm is considered for parallel procegsiit assigns
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the jobs to the resource having the shortest watureue for incoming jobs i.e. it works on the pifte of first in
first out [13][21]. Its drawback is that the lasbjhas to wait for a longtime.

b) Round Robin Scheduling Algorithm — It also handiasks based on the pattern of first in first ouérédin RR
algorithm, time is split into various interval $otf one job is taking more time to complete fisden the CPU is
given to next job which was waiting in a queue [22]

¢) Min-Min Algorithm — At very first, this algorithm @mputes minimum execution time for all tasks anentfit
assigns shortest jobs to the fastest resourcés nitore stable than FCFS algorithm[21][23].

d) Max-Min Algorithm — This algorithm works same aatlof Min-Min except that it assigns the largeditga fastest
resource. Its performance is better than FCFS andMih algorithms [21][23].

e) Priority Based Algorithm — This algorithm works tive basis of ,,priorit§ concept. Here, a job which requires high
computing power is given a first priority, a job ivh needs low computing power is given a low ptioend a job
which requires medium computing power is given aion@ priority. After that, the free resource havihigh
power is assigned to higher priority job. This altfon performs better as compared to FCFS, Max-anid Min-
Min[13][21].

f) Most Fit Task Algorithm — In the case of MFT algbr, the task which fits best in a queue is exeatfitst, but
this algorithm has higher failure rate [22].

1. EXISTING ALGORITHMSOVERVIEW

The main target of this paper is to put light \arious algorithmic strategies related to taghkesoling in cloud
computing environment. The techniques are as faiow

i) Symbiotic Organism Search Optimization Based Tagle8uling in Cloud Computing Environment

M. Abdullahi et al. [1] designed a discretesien of Symbiotic Organism Search meta-heuriskiprithm. To
schedule independent tasks, this method was impletiein CloudSim tool. Among various virtual maagn
makespan, response time and degree of imbalanee measured. DSOS performance was found betterSA®REO.
DSOS minimized average makespan 3.8% - 25.5% whkitéss than SAPSO for 300 through 1000 instantéasés
respectively. In a larger search space DSOS oadoipned than SAPSO.

i) A Novel Scheduling Algorithm for Cloud Computing ronment

S. Sagnika et al. [2] introduced a task schiedihybrid algorithm which is based on Genetic édighm using a
queuing model in order to reduce waiting time, &mth of the queue of the system. The simulatias werformed
for comparative analysis between FCFS and GA. Ttperiment elaborated that GA gave 20% better reghtn
FCFS. The simulation parameters were an averagbewaf customers and average waiting time.

(i) Multi-Objective Tasks Scheduling Algorithm for Cid@omputing Throughput Optimization

In order to improve the throughput, L. V. Atet al. [3] proposed a multi-objective task schedplalgorithm
without disturbing Service Level Agreement (SLAJ 8aaS cloud environment. The proposed approagh @ptimal
scheduling technique. Authors said maximum taskedualing algorithms are based on only execution timein the
case of cloud computing environment various pararsedre needed like execution time, cost and battvaf user
etc. The proposed algorithm was simulated usingi@$m and gave better throughput and outperforrhad FCFS
and priority scheduling. Multi-Objective Task Schiédg in Cloud Environment using Nested PSOFraméwor

R. K. Jena [4] proposed multi-objective taskeduling nested Particle Swarm Optimization tegheiin order to
optimize processing time and energy. This TSPS@nigce was simulated in CloudSim which is an opeurce
(freely available) tool. The simulation results werompared with existing algorithms (BRS and RSAJ &und
better with respect to optimal balance resultshi@ tase of multi-objectives tasks scheduling. Tammeters of
simulation were used a number of datacenters, mbau of PE per Datacenter, Speed of PE, Power Quptsan, a
number of Tasks, Tasks length, time, energy arddaasks. The proposed approach fits where datiexseand user
job changes dynamically. This multi- objective aggmh worked effectively using the system resoutoeseduce
energy and makespan. So the proposed technique RI@P®:tter than BRS and RSA techniques.

(iv) Random task scheduling scheme based on reinfor¢deagning in cloudcomputing

P. Zhiping et al. [5] suggested fine-grainémlid computing system model and optimized task dgliveg scheme.
In fact, authors designed a novel approach to $akkduling based on reinforcement learning andiggetbeory in
order to optimal task scheduling. The state agdi@gdechnologies were employed to speed up thaileg progress.
Authors developed a tool for simulation in MATLAB@& used the parameters like the length of jobtdte numbers
of jobs, the total number of VMs, VM memory, VM hkibmdth and number of VMs buffer, the number of PEs
requirements, a number of datacenters and humbewsté for experiments. The results exhibited fis& scheduling
efficiency and bare the relationship between thigarrate, server rate, number of VMs and bufiees
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(v) A Hybrid Heuristic Workflow Scheduling Algorithm faCloud ComputingEnvironments

M. Sahar et al. [6] offered a hybrid techniqusing Particle Swarm Optimization and Gravitatioeaf®h
algorithms. The proposed algorithm worked on patamselike Processing Cost, Transfer Cost, and Dmadl
Limitations. This approach can be used by both esets and utility providers. All the experimentsevsimulated in
CloudSim toolkit. The simulation results showed @th00%, 30%, 30% and 50% cost reduction after coippa to
non-heuristic technique, PSO algorithm, gravitalonsearch algorithm and hybrid genetic-gravitationa
algorithmrespectively.

(vi) Enhanced Particle Swarm Optimization for Task Salied in Cloud ComputingEnvironments

A. I. Awad et al. [7] said the key factor dbad computing is task scheduling means, to albdast suitable
resources for the task to be executed. While eiegrwt task the parameters should be consideredtifibe, cost,
scalability, makespan, reliability, availabilityhroughput etc. The proposed algorithm worked faailability and
reliability whereas most scheduling algorithms dat mork for reliability and availability in cloud amputing
environment because of the complexity. The autpooposed a mathematical model using Load Balangiagation
a particle swarm optimization (LBMPSO) for task edhling based on the parameters like execution, tielgbility,
transmission time, round trip time, makespan, traasion cost, and load balancing between virtuathirees and
tasks. LBMPSO worked for resources management escheduled task that lead failure allocation. Treppsed
model LBMPSO was compared with standard PSO, randigorithm, and Longest Cloudlet to Fastest Prawess
(LCFP) and found that it gave better results caréid) the parameters like makespan, round trip,temecution time
and transmission cost, and task assignment. Thioaph can work for any number of resources ariétas

(viiy Dynamic Multi-Objective Task Scheduling in Cloudr@puting Based on Modified Particle Swarm Optimiaati

A. I. Awad [8] said task scheduling is a vit@search area in cloud computing. The proposedoapp is a
mathematical model multi-objective Load Balancingitition particle swarm optimization (MLBMPSO) useal
schedule the allocation of tasks to resourcesa#t based on two objective functions to reduce tmat and round trip
time. The proposed approach improved the relighititcloud computing and considered the availapitif resources
and ensured load balancing between a virtual macaird tasks in comparison to other algorithms. Tédfinique
could be used to allocate any number of tasks andrees.

(viii) An Agent-Based Approach for Resource Allocatiothi@ Cloud Computing Environment

F. E. Mohamed et al. [9] told that resourdecation is a major issue in cloud computing. laud computing, the
users and providers have various and different ;aimeers want to minimize the expenditure of minimtime and
efficiency while providers target to reduce theemwe by increasing the resources utilization. @nather hand, it is
quite difficult to use the resources in an effegtimanner and allocate the resource mutually. Relsela proposed an
agent-based approach to knot various cloud prosigiith various cloud users. The main aim of theppsed approach
was to allow users to pick up appropriate resoussording to their need. The simulation resultewsfd that
autonomous agent had provided the intelligenchdatoud for uséis interactions and resources allocation.

(ix) An Energy-Saving Task Scheduling Strategy Basedawration Queuing Theory in CloudComputing

C. Chunling et al. [10] said reducing energynsumption in cloud computing is a very importasguie. In cloud
computing, incoming jobs have nature of randommesgs computing node needs power all the time to thveaiming
tasks which lead to energy wastage. So, sciengisigosed an energy saving task scheduling algoritsimg queuing
model. Here first, vacation queuing model was ugéth exhaustive service to reproduce task schedate
heterogeneous cloud computing environment. Secpnsityentists analyzed time and energy consumptibn o
computation nodes in above said heterogeneous elovidonment. Later on, a task scheduling algoritha&s proposed
based on similar tasks to reduce the energy cortsompAfter performing simulation results it wasufad that the
proposed algorithm was able to perform better amdreduce energy consumptioneffectively.

(x) A Novel Cost-Based Model for Energy Consumptioi€loudComputing

A. Horri et al. [11] proposed an energy conption model for time-shared policy in virtualizatitayer of cloud
computing system. CloudSim simulator was usedrfodeling of time-shared policy for cost and enenggige based
upon the output obtained from the real systemy dftat the proposed model was evaluated with vargzenarios.
The cache interference costs were considered iprihigosed technique and the costs were based mizthef data.
After simulation, it was found that the energy igéition might be extensive and it could be differefth different
parameters such as the quantum parameter, datarsiz¢he number of virtual machines on a host. Gtmput
showed that the proposed model was valid and demaded that there was a trade-off between QoS aedgy
utilization in cloud computingsystem.

(xi) Virtual Machine Scheduling in Cloud Computing Emviment
T. Yousef et al. [12] demonstrated a generdljzeecedence algorithm which gave efficiency intwmst with FCFS
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and Round Robin Scheduling. The results were coedpit CloudSim for the unreliable number of viltomaachines
workload outlined and justified that it providedi@od production as compared to usual schedulingadetogies.

(xii) Dynamic Task Scheduling Algorithm based on Ant @gtBcheme

B. N. Kamolov et al. [13] said finding the aptl solution is called as NP-hard. Ant colony opitismion method
could be used for designing of efficient schedulmgthods. In this research, scientists proposeasla scheduling
algorithm that used a modified ant colony optinmi@attechnique. The proposed method was implemeied
WorkflowSim for performance measurement. After dation, it was concluded that the proposed ProksiailLoad
Balancing Algorithm (PLAC) reduced average makesglaout 6.4% as compared to usual Ant colony Opttion
and 11.5% as compared to Min-min method.Optimizzdice level agreement based workload balanciragesiy for
cloudenvironment

B. S. Rajeshwari et al. [14] presented a tvegstscheduling algorithm. The proposed algorithrs imgplemented
using CloudSim tool and used response time as anper. After experiments, it was found that theppsed
algorithm gave better response time, effective uesgs consumption, reduced waiting time and loddric@ among
servers as compared to existing algorithms.

(xiii) Task Scheduling Using PSO Algorithm in Cloud ConmpgEnvironments

M. Ali et al. [15] implemented a Dynamic Adami Particle Swarm Optimization algorithm (DAPSO)drder to
enhance the performance of basic Particle Swarrmittion by reducing the make-span and increasiegesource
consumption for a task. The proposed method isdiebination of Dynamic PSO and Cuckoo Search mettudh is
called MDAPSO. The simulation showed that MDAPSQI d@DAPSO performed well as compared to original
PSOmethod.

(xiv) Evaluating map reduce tasks scheduling algorithwes doud computing infrastructure

A. Qutaibah et al. [16] evaluated the majorpRaduce scheduling algorithms like FIFO, MatchmgkiBelay
andmultithreadedlocalityonvirtualizedsystem.Theaatdd algorithms were tested on behalf of two patars:
simulation time and energy consumption. The reslitaved that the MTL technique is better than exdschedulers.

(xv) A workload balanced approach for resource schegiticloudcomputing

K. Ritu [17] proposed a new Load Balanced Res® Scheduling (LBRS) Algorithm which balancedotgse
scheduling. PHP environment was used for implentiemtavhich is freely available. The parameters wetieen:
arrival rate, servicing rate etc., and the propd€#®@S approach performed than existingones.

1. EVALUATION OFALGORITHMS

We have studied various latest task schedaliggrithms proposed by various scientists. The @uiapn of latest
task scheduling algorithms is shown in Table 1. Gtwparison parameters are as Makespan, Respanse Degree
of Imbalance, Execution Time, VM Buffer, ServeresaRound Trip Time, Transmission Time, Task Disttibn, and
Energy Consumption etc. The tools used by variesearchers are CloudSim, WorkFlowSim, and Matlabhasvn
in Table 1 as well.

TABLE I. ALGORITHMS COMPARISON

Algorithm Simulation Parameters Findings Environment
Symbiotic Organism | Particle  Size, Self-Recognitiolin a larger search space, it performe¢ CloudSim
Search Optimization | Coefficient, Social Effect, Statijbetter in account of Makespan,

[1] Inertia  Weight, Variable InertifResponse time and Degree of Imbalg

Weight, No. of Iterations, No. of

Organisms
Genetic Algorithm Response Time, Average WaitirfBetter than FCFS Scheduling Not Mentioned
using Queuing | Time, Length of Queue, Arriva
Model [2] Process, Service Process, No.

Servers andServer

Capacity
Multi-Objective Task | No. of Tasks, No. of VMs Better than FCFS and Priority CloudSim
Scheduling [3] Scheduling in term of Execution

Time
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Multi-Objective No. of Data-centers, No. of PBetter than BRS and RS4 CloudSim
Task Scheduling usin¢ (Processing Elements) per DafTechniques
Nested Particle Swarr] Center, Speed of PE, Pow
Optimization [4] Consumption, No. of Tasks, Tas
Length, Time, Energy and Failg
Tasks
Random Task Length of Job, No. of Jobs, No. VM{Efficient in Task Scheduling and Loa( Matlab
Scheduling Based on | VM Frequency, VM Memory, VM[Balancing, Revealed the relationship| Ver. 2012a
Reinforcement [5] Bandwidth, No. of between arrival rate,
VM Buffer, No. of PEs, No. ofserver rate, no. of VMs and buffer siz
Datacenters and No. of Hosts
Hybrid Heuristic Processing Cost, Transfer C{Better in cost reduction than PSO, CloudSim
Workflow Scheduling | Deadline Cost Gravitational Search and Hybrid
[6] Gravitational Search
Enhanced Particle Length of Tasks, No. of Tasks, Minimized Round TripTime, | CloudSim
Swarm Optimization | File Size, Output Size, No. of VMgExecution Time, Transmission Time
for Task Scheduling | MIPS, VM Memory, Bandwidthjand Achieved Load Balancing
[7] No. of Datacenters and Hosts
Dynamic Multi- Length of Task, No. of Tasks, Fillmproved Task Completion Time, CloudSim

Objective Task
Scheduling Based on
Modified PSO[8]

Size, Output Size, No. of VMg
MIPS, VM Memory, Bandwidth, No
of Datacenters

and Hosts

Execution Cost, Distribution of Tasks

Agent Based
Approach for Resourc
Allocation [9]

Memory, No. of PE, Cost of PH
Power of PEs, No. of Physical Node

Made Cloud Intelligent for User’'s
Interaction and Resource Allocation

CloudSim, JADH

Energy Saving Amount of Tasks, Task Arrivaincreased Task Performance and MATLAB
Technique using Interval, Average Service Time dReduced Energy Cost
Queuing Theory[10] | Nodes, CPU Frequency, Coefficie

between Power and CPU Frequen

Idle Power of Compute Node, Sleg

Power of Compute Node, Recoveri

Power of Compute Node, Threshg

of Idle Period, Transition time fron

sleep state to running state,Objectiv|

weight coefficient
A Novel Cost Based | No. of Hosts, CPU Type, RAMresults indicated that the energy CloudSim
Model for Energy MIPS, Cache Memory, Storagiconsumption might be considerable g
Consumption [11] Power consumption by each host, Nit could vary with different parameter.

of VMs such as the quantum parameter,data

size, and the number of VMs on a ho

Generalized VM No. of Tasks, No. of VMs, VIGave better results than FCFS and | CloudSim

Scheduling[12]

Memory, Storage, CPU Speed,
MIPS

Round Robin Algorithm

and Windows7

PLAC Algorithm
using Modified ACO
[13]

No. of Datacenter, No. of Hosts, N
of VMs, MIPS of PE per VM, VM
Memory,Bandwidth,

Performed better than ACO and Max
Min in account of Average Makespar
and Minimum

Type of Manager

Makespan

WorkFlowSim

V.

CONCLUSION

This paper elaborates a number of researchrpaptated to task scheduling techniques in cloochmuting. In
existing algorithms optimization as well as othechniques like PSO, GA, Enhanced PSO, ACO, Quethepry,
Agent-Based approach, Multi-Objective approach ksl more have been used. The main focus of thigeeithms
was to minimize makespan, reduce execution tinasmission time, consume less energy even aftegnrenting in
the numbers of jobs and VMs, proper use of VMs druffize etc. Symbiotic Organism Search Optimizabased
algorithm performed better in terms of makespaspoese time and degree of imbalance for a largeckespace.
Genetic Algorithm based on Queuing Model outerquened than FCFS. Multi-Objective task scheduling
algorithmperformed better than FCFS and Prioritgdhalgorithm in an account of execution time. Mabjective
task scheduling using Nested PSO gave better sethah BRS and RSA techniques. Random Task Schedotised
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on Reinforcement worked effectively in load balamgcias well as task scheduling. Hybrid Heuristic Wilow
Scheduling worked better in cost reduction as coepto PSO, Gravitational Search, and Hybrid Gedizihal Search
algorithms. Enhanced Particle Swarm Optimizatiovegaaximum efficiency to reduce round trip timegeution time,
transmission time and achieved load balancing dk gnamic Multi-Objective task scheduling based Modified
PSO improved task completion time, execution cast distribution of tasks over different nodes. AgeBased
Approach for Resource Allocation provided the ilngeince to the cloud for user’s interaction anduese allocation.
PLAC algorithm using modified PSO was found bettean ACO and Max-min in terms of minimum makespad a
average makespan. As we discussed earlier in qerpthe different kind of industries have starteanove in cloud
computing and the users of cloud computing areegming day by day. To achieve overall system pedoce with
limited cost factor, a better algorithm for taskeduling is expected to schedule different tséasks.

In future, there is a wide scope of enhancemerth@fscheduling algorithms using meta-heuristic egles, using
machine learning techniques or by making hybridhtégues.
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