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Abstract - The Apriori-based association rule mining indvaare, one has to load candidate item sets andabdate into
the hardware. Since the capacity of the hardwarkitacture is fixed, the number of candidate iteats ©r the number of
items in the database is larger than the hardwapadity, the items are loaded into the hardwararségly. The time
complexity of those steps that need to load canelidam sets or database items into the hardwaire psoportion to the
number of candidate item sets multiplied by the berof items in the database. Too many candidete #ets and a large
database would create a performance of bottlenetlash-based and Pipelined (abbreviated as HARPHjtacture for
hardware enhanced association rule mining. Sigmifly outperforms the previous hardware approachthe software
algorithm in terms of execution time.
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. INTRODUCTION

Hash Table is a data structure which stores datmiassociative manner. Hash table, stores theidata array, each
data value has its own distinctive index value. éssxcof data becomes very fast if we know the irafeke preferred data.
Pipelining is the process of accumulating instirectfrom the processor through a pipeline. It allaesumulating and
performing instructions in an ordered process. IRipg is a method where multiple instructions astend beyond during
execution. Association rule mining finds a inteiggtcorrelation relationships among a large sedasé items[1-3]. It first
determines repeated item sets satisfying userattfiminimum support, and then from which producesnst association
rules to satisfy user defined minimum assurance.

[I. LITERATURE REVIEW

Preethi et al.[ 4] used hash table filter to deseethe candidate item sets and also detect thedtgtecords in the large
files. Hashing And Pipelining solves the Performabottleneck problem and acquires good scalabilif$]. In hardware
architecture, it use the hash table filters to cedilhe number of candidates item sets [6]. Andtlaedware module used is
trimming filter. Trimming filter is used to redud¢ke items from each transaction. The items whiehhaving the minimum
support count are trimmed from the transaction efitient algorithm for mining association ruled ffat is faster than the
previously proposed partition algorithms approxiehaim times where m is the number of stages inlipipeFirstly items
are kept [8] in systolic array then items which aot in close proximity with each other are trimmademoved from the
filter then put into hash table filter so that dogtion of items get removed so in this way. ltvesl our bottleneck problem.

[II.MATERIALSAND METHODS

In the proposed system contain two themes in fiasth-based system received the data and accumulatelsardware
and it is compared with systolic array. It is mained in hash table. The secondly pipeline systeimipg process for
selecting candidate item set. Implementation isstiaée where the theoretical design is turned anteorking system. The
most crucial stage in achieving a new successfstlesy and giving confidence on the new system ferusers that will
work efficiently and effectively. The system is ilemented only after thorough testing is done aritig found to work
according to the specification. Implementation iwes careful planning, investigation of the curresyistem and is
constraints on implementation, design of methodactieve changeover, and evaluation of the chamyenethods apart
from planning. Two major tasks for preparing theliementation are educating, training the userstestéhg the system.

Implementation Plan Preparation: The implementafimcess begins with the preparation of plan fgplementation.
According to this plan other activities are carr@d. A plan discussion has been made regardingdhg@ment, resources
and how to test the activities a clear planner qreg for the activities.

Equipment Acquisition: According to the above ptha necessary equipment have to be acquired t@mgit the new
system, which would include all the requirementsifigtalling and maintaining .Net framework, VB.n8QL server,

Program Code Preparation: One of the most impodantlopment activities is coding or programminge Tsystem
flowcharts and other charts are converted into rfavdarograms. They have to be compiled, testeddahdigged.
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User Training and Documentation: Once the plagias been completed the major effort in the caerplepartment
is that the user department must consist of eddcatd trained staff as the system becomes moreleemfhe success of
the system depends upon how they are operatedsauidtie system.

The quality of training the personnel is connediedhe success of the system. Implementation depepdn the right
people being trained at the right time. Educatiowoives creating the right atmosphere and motigathre user. Staff
education should encourage the participation ahallstaff.

Changeover: Changeover is the change of moving foeer the old system to the new computerized systeahis done
all the files have to be converted to the new fdriiée accuracy of the conversion is of utmost irtgpoce both to user
confidence in the system and to effective operatitthen the files have been set up on the comptiterchangeover can
take place. There are several possible methodsiofidhis. E.g. direct changeover, parallel rugnipilot running, and
staged changeover.

Direct Changeover: The direct changeover is theptera replacement of the old system by new, in moge. When
direct changeover is planned, system tests amdrigashould be comprehensive and changeover itssplanned in detail.

Parallel Running: Parallel running or operation neprocessing current data by both the old andsystems to cross
check the results. he old system is kept alive@retational until the system has been proved fteasdt one system cycle,
using full live data in the operational environmefitplace, people, equipment and time. It allows tasult of the new
system to be compared with the old system bef@etteptance by the user. Parallel operation datesllow much time
or learning and testing activities.

Staged Changeover:A staged changeover involvesies sgf limited size direct changeovers. The newsteay being
introduced piece by piece. A complete start, adalgsection is committed to the new system whi&ergmaining parts or
sections will be processed by the old system. Tihecdchangeover is applied where the entire systeimplemented
directly after it has been developed.

IV.RESULTSAND DISCUSSION
System attributes are prodname, prodprice, Quantdtegory and Dealer. The proposed system geglthattribute
values from the user for performance analysiss lshown in Figure 1. Figure 2 represent the attilualues as in the
database format. All completed transaction camwei by Figure 3. Proposed system perform pattertchirey using
association rule and collect meaningful data taicedhe number of candidate item sets and itenms fnastomer database
concurrently.
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Fig.3.Hardware enhanced hashing and pipelining
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V. CONCLUSION

The HAPPI architecture for hardware-enhanced assonirule mining. The bottleneck of a priori-badeatdware
schemes is related to the number of candidate setsiand the size of the database. To solve th#epnoto apply the
pipeline methodology in the HAPPI architecture tonpare item sets with the database and collectusgbrmation to
reduce the number of candidate item sets and iteri® database simultaneously. HAPPI can prurreduaient items in
the transactions and reduce the size of the datafpasiually by utilizing the trimming filter, HAPRlan effectively
eliminate infrequent candidate item sets with te&lof the hash table filteEvery application has its own merits
and demerits. The project has covered almost all théresgents. Further requirements and improvements
can easily be done since the coding is mainly strugtaranodular in nature. Changing the existing modules
or adding new modules can append improvements. Funih@neements can be made to the application, so
that the future enhancement is to develop the applic#timugh website and useful manner than the present
one and the future work, are going to increase thekdi@guency of the hardware architecture will try to
optimize the bottleneck module .
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